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Online Multi-Object Tracking (MOT)

1. Key Components in MOT:
• Object Detection

• Appearance feature model

• Motion model

• Association algorithm

2. Challenges in practical applications
• Occlusions

• A real-time system !

3. Our solution
• Incorporating the detector and the appearance feature model into a
shared, one-stage network.

Bottlenecks of the system for being real-time

Zhongdao Wang, Liang Zheng, Yixuan Liu, Shengjin Wang, Towards real-time multi-object tracking. Arxiv 2019.



JDE: Joint Detection and appearance Embedding

1. Utilizing available training data (For multi-pedestrian tracking):
a) Pedestrian detection datasets with box annotations. (Caltech, CityPersons, ETH)

b) MOT/Person search datasets with box+identity annotations. (MOT16, PRW, CUHK-SYSU)

2. Architecture:
FPN + Multi-task prediction head

3. Appearance embedding head:
Classification with cross entropy loss

4. Loss fusion:
Automatic loss balancing via modeling

task-specific uncertainty

Zhongdao Wang, Liang Zheng, Yixuan Liu, Shengjin Wang, Towards real-time multi-object tracking. Arxiv 2019.



• Good speed-accuracy trade-off

Result

Zhongdao Wang, Liang Zheng, Yixuan Liu, Shengjin Wang, Towards real-time multi-object tracking. Arxiv 2019.

Joint training is mainly for speed consideration; accuracy might not be optimal.



• Good speed-accuracy trade-off

• Near real-time

• Competitive accuracy on MOT-16 (MOTA)

Result

Zhongdao Wang, Liang Zheng, Yixuan Liu, Shengjin Wang, Towards real-time multi-object tracking. Arxiv 2019.



Multi-Target Multi-Camera Tracking

• Multi-Target Multi-Camera Tracking focuses on 
determine who is where at all times. 

• Similarity estimation is a key component in MTMCT.
• Re-ID features are often adopted for similarity estimation.

Yunzhong Hou, Liang Zheng, Zhongdao Wang, Shengjin Wang. Locality aware 
appearance metric for multi-target multi-camera tracking. Arxiv 2019.



Difference between tracking and re-ID

• Local vs. global difference between tracking and re-ID. 
• Re-ID systems (top row) usually search globally.

Re-ID features are highly robust to variances.

Yunzhong Hou, Liang Zheng, Zhongdao Wang, Shengjin Wang. Locality aware 
appearance metric for multi-target multi-camera tracking. Arxiv 2019.



Difference between tracking and re-ID

• Local vs. global difference between tracking and re-ID. 
• Re-ID systems (top row) usually search globally.

• Tracking systems usually search within local neighbors (neighboring 
frames/cameras).

Tracking features do not have to be that robust.
Directly using re-ID features leads to false positive matches.



Local metric for local matching

• Our idea: Local metric for local matching.

• A local metric for single camera tracking.

• A local metric for multi camera tracking.

• Select data pairs with temporal windows over 
single/multi camera. 

Training data are locally sampled!



Result
• Tracking accuracy increases on multiple datasets.

Yunzhong Hou, Liang Zheng, Zhongdao Wang, Shengjin Wang. Locality aware 
appearance metric for multi-target multi-camera tracking. Arxiv 2019.

CityFlow dataset (vehicle tracking)
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Result
• Tracking accuracy increases on multiple datasets.

Yunzhong Hou, Liang Zheng, Zhongdao Wang, Shengjin Wang. Locality aware 
appearance metric for multi-target multi-camera tracking. Arxiv 2019.

DukeMTMC dataset (pedestrian tracking)
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Problem
• Domain shift

• image classification

• Crowd counting
MNIST MNIST-M

GCC ShanghaiTech



Existing domain adaptation methods

• Style level

Hoffman et al. “CyCADA: Cycle-Consistent Adversarial Domain Adaptation.” ICML, 2017.



Our idea

Training set Testing set model

Neural
architecture
search

fixed fixed To be searched

Content-level
domain
adaptation

To be searched fixed fixed



Content-level domain adaptation

source target

How to remedy domain gap?
Style/feature alignment
Content alignment

idea



Content-level domain adaptation

source target
idea

How to remedy domain gap?
Style/feature alignment
Content alignment



Content-level domain adaptation
• We collected the VehicleX Dataset

• controllability and editability

• 1,209 vehicles

• ~350 types of vehicles

• Platform: Unity

• Editable attributes: lighting direction, lighting intensity,
vehicle orientation, camera height, camera distance

Yue Yao, Liang Zheng, Xiaodong Yang, Milind Naphade, Tom Gedeon, Simulating Content Consistent Vehicle 
Datasets with Attribute Descent. Arxiv 2019.



Editable Attributes

Yue Yao, Liang Zheng, Xiaodong Yang, Milind Naphade, Tom Gedeon, Simulating Content Consistent Vehicle 
Datasets with Attribute Descent. Arxiv 2019.



Overall method

Attribute modeling: Gaussian mixture models
Distribution difference measure: Fre ́chet
Inception Distance (FID)



Attribute descent

We optimize the value of each attributes successively
For a given attribute, we search (brute-force) for its optimum value such that FID is minimized



Experiment – training with real
data + simulated data
• Method comparison on the CityFlow dataset

We use rank-1, rank-20 and mAP as evaluation metrics

Yue Yao, Liang Zheng, Xiaodong Yang, Milind Naphade, Tom Gedeon, Simulating Content Consistent Vehicle 
Datasets with Attribute Descent. Arxiv 2019.
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Experiment – training with real
data + simulated data
• Method comparison on the CityFlow dataset

Our baseline

Yue Yao, Liang Zheng, Xiaodong Yang, Milind Naphade, Tom Gedeon, Simulating Content Consistent Vehicle 
Datasets with Attribute Descent. Arxiv 2019.



Experiment – training with real
data + simulated data
• Method comparison on the CityFlow dataset

We simulate data with random attributes.

Yue Yao, Liang Zheng, Xiaodong Yang, Milind Naphade, Tom Gedeon, Simulating Content Consistent Vehicle 
Datasets with Attribute Descent. Arxiv 2019.



Experiment – training with real
data + simulated data
• Method comparison on the CityFlow dataset

We simulate data with learned attributes.
Yue Yao, Liang Zheng, Xiaodong Yang, Milind Naphade, Tom Gedeon, Simulating Content Consistent Vehicle 
Datasets with Attribute Descent. Arxiv 2019.



Experiment – statistical significance

• Learned attribute vs. random attribute
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Alice benchmark suite

http://alice-challenge.site/

http://alice-challenge.site/


• Alice v0 is online, now accepting submissions

• Task: style/feature domain adaptation

• Source: synthetic persons (PersonX, CVPR 2019)

• Target: real persons (AlicePerson, unreleased data
from the Market-1501 data source)

Alice benchmark suite

Xiaoxiao Sun, Liang Zheng, Dissecting person re-identification from the 
viewpoint of viewpoint. CVPR 2019.



Alice benchmark suite

• Future: content-level domain adaptation



Conclusion

• Re-id vs tracking
• Feature sharing for efficiency considerations

• Global (re-id) vs local (tracking)

• Content-level domain adaptation
• Orthogonal to existing DA methods

• Editable source domain

• Alice benchmark suite – content-level domain
adaptation



Q & A
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